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PREFACE

This paper presents a theory for handling a problem for which survey
practitioners wish statisticians would find a solution. That is, the
theory places greater weight on large selective samples of respondents
and less weight on small samples of nonrespondents than the unbiased
estimator which is commonly used. The theory presented herein suggests
a way of taking a small step in this direction.

A procedure is described for making estimates in situations where
nonresponse arises because of difficulties of accessibility of a portion
of the population. However, it is assumed this portion of the population
is still accessible for obtaining the desired survey information but at
a substantial increase in cost, or delay in time. Consequently, the
unbiased estimator first described by Hansen and Hurwitz can be employed.
The biased estimator described in this paper permits the mean square error
of the estimator to be determined. In addition, it indicates under what
conditions the mean square error is less than the sampling error of the
Hansen-Hurwitz estimator. These results also indicate under what condi-
tion the sample of nonrespondents may be reduced and the mean square
error remain less than the error of the Hansen-Hurwitz estimator. This
is a direct result of the ratio of the mean of the respondents and the
expected standard error of the nonrespondents. Alternatively, this ratio
may be thought of as the coefficient of variation of the nonrespondent
mean when it is equal to the respondent mean. Consequently, the proposed
estimator for the population mean may have a smaller sampling error or
permit a smaller sample of nonrespondents than the more conventional
estimator proposed by Hansen and Hurwitz. For agencies making repeated
surveys of the same or similar populations, such information may be
readily available and the proposed estimator can be used with confidence.

The author wishes to acknowledge the valuable guidance and encourage-
ment given by H. O. Hartley, Institute of Statistics, Texas A&M University,
in pursuing this approach.
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CHAPTER 1 - INTRODUCTION

1.1 Objective
A problem frequently encountered in sample surveys is how to deal

with nonresponse. That is, the desired information is not secured for
a significant part of the sample on the initial attempt. Considerable
effort has gone into seeking meaningful procedures to handle such
problems that arise in single frame surveys. There are several types
of nonresponse which might be encountered: (1) A survey is conducted
by mail but only a fraction of questionnaires are returned; (2) A large-
scale area interview survey of households is conducted but many persons
are not at home; (3) A study of a select group of people over time results
in many persons moving or otherwise not being available. In most of the
above cases, a follow-up procedure is advisable, but the second phase or
follow-up sample of nonrespondents is considerably more expensive than
the initial method of sampling.

Several techniques have been suggested which attempt to avoid the
more costly follow-up phase. Certain difficulties arise with such pro-
cedures, but they deserve mention since they do provide a degree of
adjustment for nonresponse. Their greatest difficulty lies in the
fact that they do not provide a measure of accuracy for the estimator.

It is the purpose of this paper to deal with estimation for the
total population in such a way that a measure of accuracy is available
and to determine under what conditions the expected mean square error
of the estimator will be less than the error of the classical method of
Hansen and Hurwitz.

1.2 Review of Literature
Early workers utilizing mail surveys attempted to adjust for the

nonresponse by use of regression methods. That is, a concomitant vari-
able was available for the response and nonresponse groups or strata.
Normally, the covariate was available for an earlier point in time.
Where the correlation between the covariate and the characteristics
being estimated was high, the adjustment for nonresponse without the
follow-up phase of sampling was reasonably satisfactory. For cases
where the timeliness of the survey was not affected by repeated appli-
cation of the initial sampling method, a trend in the means related to
time segments was frequently found to exist. There is evidence, for
instance, to support the assumption that the magnitude of the charac-
teristic may be related to the availability of the person or the person's
willingness to supply the information requested. For situations where
the non response is due to the "resistance'l of individuals to responding,
a technique set forth by Hendricks (1949, 1956) based on a series of
follow-up phases has been verified for several agricultural populations.



While these techniques may be successful in reducing the bias due to
nonresponse, the variability for the nonresponse strata is unknown.
A method suggested by Hartley (1946) and applied by Politz and Simmons
(1949, 1950) makes use of the availability of persons during the sur-
vey period or previous week to provide probability weights for the
not-at-homes in a survey. This method does provide a measure of the
survey precision.

The double sampling technique, which provides unbiased estimation
and sampling errors, appears to have been first given in a paper by
Hansen and Hurwitz (1946). Their procedure provided for a random
sample of nonrespondents to be selected for follow-up interviews. An
extension of this result for two-stage sample has been given by
Faradori (1962).

2



CHAPTER 2 - SIMPLE RANDOM SAMPLE FROM LIST FRAME

2.1 One Hundred Percent Sampling of Frame

The methods developed in this chapter are concerned with the situation
in which the frame units are classified into two strata called respondents
and nonrespondents. The strata means are to be combined linearly based on
weights derived from sample data to estimate the mean for all N units.

The classical procedure considers a frame of N units which corresponds
exactly to the target population to be surveyed. A survey of all N of the
units yields information for Nl units, leaving N2 units for which no infor-
mation is obtained. For all surveys which require measurement of survey
error, a second stage of sampling is completed by selecting a random
sample of n2 units from N2 units for which information is then obtained.

Unbiased estimation requires that the strata means be combined using
Nl N2NI and NI as weights for the respondents and nonrespondents strata where

Nl + N2 = N.

2.2 The Classical Unbiased Estimator

A procedure due to Hansen and Hurwitz (1946) was first developed for
surveys in which the initial attempt was made to secure information by
mail. A subsample of persons who did not return a complete questionnaire
by mail was visited to secure information by personal interview. We
assume that the more expensive method of personal interview is successful
in securing information for all units. The estimator used for the mean
of the population is:

(2 .2. 1)

and the sample estimator is:

(2.2.2)

3



where Y1 = population mean for ma i1 respondents

Y2 = population mean for non respondents

Y2 = sample mean for non respondents

N1 = number of respondents

N2 = number of non respondents = N - N 1

The population variance of Y is:

(2.2.3)
N2 2 n2= (-) (1 - -)N N2

where =
=

variance of non respondent strata

size of nonrespondent sample selected for personal inter-
view (a fixed size for each survey)

The sample estimate of the variance of (2.2.2) is:

- N2 2 n2 52
(2.2.4) (1 2v (Y) = (-) - -)N N2 n2

n2 - 2
S2 .r 1 (Y2i - Y2)

whe re 1==2 n - 12

Y2i = the ith nonrespondent interviewed

2.3 Simple Minimum Mean Square Estimator of Mean

It is proposed that a class of biased estimators based on a linear
combination of the strata means be considered such that the nonrespondent

N2weight W2 be less than Ni and the respondent weight is WI = 1 - W2 .

The estimator proposed is:

(2.3.1)

4



and its sample estimator is:

(2.3.2)

since E(Y2IN2) = Y2 for a simple random sample of units from N2• The bias

of (2.3. 1) is:

(2.3.3)

and variance

Bias

(2.3.4)

(2.3.5)

2.4 The Optimum Weights for Strata

The value of W2 which will minimize the mean square error is desired.
The derivative of (2.3.5) with respect to W2 is set equal to zero and
solved for W2 . This optimum value is designated w* .

2
°2 + 2 (W2 _ N2) (y _ y ) 2 = 0
n2 N 2 1

(2.4.1)
n2f' (M.S.E.) = 2W2 (1 - -)N2

(2.4.2) W* =2
(Y _ Y- ) 2
- 2 1

If the following change of variable is made,

let

5



Then (2.4.2) may be rewritten as

When T is quite large,

When (Y2

N2 2 N2
*

-T NNW2 = =
1 + T2 _1_ + 1

T2

Yl) is different than zero, ~2 > 0 and W; is less than

••• .!. N2W; - N

The optimum value of W2 results in giving greater weight to the
respondents than the classical unbiased estimator as long as the dif-
ference in the means (Y2 - Yl) is not too large relative to the variance.

2.5 Sample Estimator for Mean

It is proposed that the estimators for the mean, bias, and weights
be constructed from heuristic considerations. The justification
be sought by a study of its mean square error which is given in the
section. The proposed sample estimator of the mean is:

(2.5. 1)

where

(2.5.2)

where

(1 ~*) * "* (Y2 Y 1)Ym = - W Yl + W2 Y2 = Y1 + W22

Y1 = the mean of the Nl respondents

Y2 = the sample mean from a simp 1e random samp 1e of
n2 units selected from the N2 non respondent

*W2 = the sample weight which is to be estimated by

6



2.5.3)

n2
(Y2 i - 2

S2 • L 1 - Y )
1= 2

=2 n2 -

the .th non respondent interviewedY2i = 1

The square of the bias is given approximately by
A2 A~ N2 2 2
B ,; (W" - -) (y - Y )

2 N 2 1

In practice, the sample variance and mean square error will be
derived from the tables given in the next section, and the variance
of the classical estimator.

2.6 Variance and Mean Square Error

The mean of the nonrespondents, Y2 ' is approximately normally
distributed if the nonrespondent sample size, n2 ' is moderately large;

- - 2hence, Y2 - Yl will be approximately normal, and the error in S2 negligible.
Substituting for W;
(2.6.1)

(2.3.1) is
N2 _

_ Y )3N(Y2 1 - 2
= Yl + F (Y2,02)2

( 1
n2 °2 (Y - Y ) 2- -) -N2 n2 2 1

since Yl is known and n2 is fixed for repeated sampl ing of nonrespondents.

Therefore, the variance of YM is:

N (Y - Y )3
(2.6.2) V (Y M) (~)2 V [ 2 1 ]= N 2

(l -
n2 °2 (Y - Y ) 2-) -+N2 n2 2 1

Before proceeding to a study of the variance of YM we generalize this
estimator which arose from one attempt to construct an estimate with
minimum mean square error. Since it is necessary to estimate the unknown

- - 2 -parameters (Y2 - Yl) and 02 from the data, Ym has strictly speaking lost
the property of minimum mean square error and there is no reason why
modification should not be considered to reduce the M.S.E.

7



The generalization

n2{ (I - -)
N2

(2.6.3)

of (2.6. 1) and (2.6.2) is as fo 11ows :
N~ (V _ V )26 + I
N 2 I

2
°2 + (y _ Y )2 }6
n2 2 I

and

N (V2
_ V )28 +

(2.6.4) V (YM) =(~)2 V [ I ]
N 2

{(1 -
n2 °2 (Y

2
_ Y )2 }6-) -+N

2 n2 1

where 6 > 0

To study (2.6.3), let u = l - ~

where l .•..•..N (0,1) and ~ = constant.

Exp 1ic it 1y, u = and ~ =

We now examine the variance of (2.6.3) and the mean square error
by numerical integration in terms of l for values of 6 and ~ using as
our variable
(2.6.5)

2
°2where without loss of generality we have let Y2 = 0, and -- = I .
n2

The sampling fraction is assumed small so the finite population factor
$2
2may be disregarded and the variance of -- is assumed negligible.

n2
14

E (y.) = E [~(l.)] = .Ll f. [~(i~.)] where l.
1 1 1= 1 I I

is the midpoint and f. the class frequencies for the normal distribution.
The midpoint and clas~ frequencies are given in Appendix 1, page 14.

8



The variance and mean square error are shown in Tables 1 and 2
N2 2apart from the factor (if"")'

The corresponding variance of the classical unbiased estimator Y is:

at..

2
N2 2 °2 N2 2= (-) - = (-) forN n2 N

The variance of Y which is comparable with the values in Table 1 is
N21.0. The mean square error, apart from the factor if"" is given by

the following expression:

(2.6.6) V [~(l.)] + [E ~ (l.)]2
I I

Table l--Ratio of Variances: V (YH) T V (Y)

!J.
8

0 .25 .50 .75 1.00 1.50 2.00 3.00

0 1. 0000 1.0000 1.0000 1. 0000 1•0000 1.0000 1•0000 1.0000

.25 .8148 .8237 .8459 .8798 .9201 .9971 1.0476 1.0675

.50 .6714 .6842 .7206 .7748 .8408 .9713 1.0628 1. 1080

.75 .5638 .5791 .6237 .6908 .7732 .9421 1. 0677 1.1415

1.00 .4780 .4969 .5460 .6211 . 7139 .9107 1.0650 1. 1691

1.50 . 3585 .3765 .4287 .5105 .6137 .8450 1.0435 1. 2092

2.00 .2757 .2932 .3445 .4260 .5316 .7700 1.0082 1.2332

2.50 .2166 .2329 .2814 .3595 .4629 .7153 .9651 1.2444

3.00 .1729 .1879 .2323 . 3060 .4049 .6554 .9180 1.2455

9



Table 2--Ratio of Mean Square Error to Variance: MSE (VM) • V (V)

t,
8

0 .25 .50 .75 1.00 1.50 2.00 3.00
0 1.0000 I.0000 1.0000 I•0000 I.0000 I.0000 1.0000 I.0000

.25 .8148 .8244 .8486 .8851 .9280 1.0083 1.0587 1.0745

.50 .6714 .6866 .7297 .7927 .8679 1.0103 1.1025 1.1346

.75 .5638 .5837 .6410 .7254 .8258 1.0197 1. 1491 1.1986

1.00 .4780 .5040 .5725 .6746 .7958 1.0340 1. 1975 1.2661

1.50 .3585 .3887 .4745 .6040 .7589 1.0719 1.2979 I.4099
2.00 .2757 .3103 .4092 .5593 .7410 1.1166 1.4003 1.5626

2.50 .2166 .2546 .3638 .5303 .7342 I.1643 1.5026 1.7218

3.00 .1729 .2137 .3312 .5114 .7342 1.2129 1.6037 1.8855

Table I indicates the variance for any value of 8 greater than zero
and t, less than 1.5 that the proposed estimator will have a smaller
variance. In Table 2 the mean square error is seen to be larger if
t, is as large as 1.5. The mean square error becomes much larger than
the classical estimator if 8 > 1 and t, > 1.5. If no prior knowledge is
available on the value of t, for the population of interest and all values
appear equally 1 ikely over the range 0 to 3, a value 8 : 1 should be used.
For repetitive surveys where prior information on the magnitude of t, will
be available, the choice of 8 will depend primarily on whether t, is
greater than 1.5 or less than 1.5. A value for 13 > 1 is desirable for
t, < 1.0. If the value of t, expected is quite smalf, say i or less,
a value of 8 : 3 would result in considerable reduction in the error.

While Tables 1 and 2 provide a basis for judging the usefulness of
the proposed estimator (2.3.1), the tables also provide a means of calcu-
lating the variance and mean square error of sample estimator (2.5.1)
based on the variance of the classical estimator. If Table 1 values

....
are referred to as V (8,t,) and the sample estimators of t"

_'. _S2(Y2 - VI) , is used to enter the table along with 8, thern;-

10



variance of (2.5. 1) is:

N
A

S2
(2.6.6) (Ym) (-2) 2 V (S,lI) 2v -N n2

A

and the values in Table 2 referred to as M (S,lI) then the sample estimator
of the mean square error is:

(2.6.?) M.S.E. (y)
m

N2 2 A S2
(-N) M (S,l~)

n
2

ignoring f.p.c.

However, an alternative estimator of (2.6.7) based on the sample estimator
(2.5.3) and (2.h.6) is:

(2.6.7')

2.7 A Minimum Mean Square Ratio Estimator

A ratio estimator for the nonrespondent stratum mean is proposed which
combined with the respondent mean to form a 1inear combination of the two
means. The mean of the concomitant variable X2 and the total X2 are
assumed known for the nonrespondents. The proposed estimator is:

- - - -(2.7.1) YR = Wl Yl + W2 Y2R = Wl Yl + W2 R2 X2
Nlwhere Wl and W2 are fixed weights different than ~ and

that Wl + W2 = 1, and N2 = N - Nl

The bias of the proposed estimator is:

N2~, but such

(2.7.2)

The variance of the estimator,

(2.7.3)

using the usual approximation for a ratio, is:

n
V (YR) = ~ (1 - N~) ~2 [V (Y2) + V (X2) - 2R Cov(Y2,X2)]

The mean square error based on (2.7.2) and (2.7.3) is:
(2.7.4) M.S.E. (YR) = (2.7.3) + (2.7.2)2

11



2.8 Optimum Weight Using Ratio Estimator

The value of W2 which will minimize the mean square error (2.7.4) is
desired. Setting tRe derivative of (2.7.4) with respect to W2 equal to
zero. we obtain the optimum value.

(2.8.1) f' (M.S .E. ) (1 -
n2 _1 [V(Y2) + V(X2) - 2R Cov(Y2.X2)]= 2W2 -)N2 n2

(W -
N2

(V 2R _ V ) 2+ 2 N) = 01

(2.8.2)

letting v (R)

If T =
(Y2R - Vl)

.; V ( R)

N2 2 N2
.J. -T NW; N= =

1 + T + _1_2
T2

which is similar to the results in Section 2.5 except the quality T is
based on a ratio estimate for the nonrespondent mean and the usual
approximation for the variance of a ratio.

12



2.9 Sample Estimators for Ratio Method

The sample estimators of the mean, bias, W , variance and mean square
error are obtained in a manner analogous to Sections (2.5) and (2.6).

The sample estimators are:

Mean
A •••• Y2 A ••••

(2.9. I) YR = VI + W; (=- X - Y 1 ) = VI + W; (Y2R - Y 1 )x2 2

Bias
A ••••

N2 _
- y )(2.9.2) b = (W; - 'N) (Y2R 1

Weight N2 - - 2
A." 'N( Y2 R - VI)

(2.9.3) W; = A Y ) 2v (R) + (Y2R - 1

where v

The sample estimates of the variance and mean square error can be
derived using Table 1, in Section 2.6 with formulas (2.6.6) and (2.6.7')

S2
2

n2
where

A

and Ym are replaced by v(R) and YR respectively. These

expressions for the variance and mean square error are adjusted by

N22 1 A

+ (-) - [v(x ) - 2R Cov(y2,x2)]N n2 2

to allow for the difference in the variance of the unbiased estimator and
the ratio estimator.

13



Appendix I

Class Marks And Cell Frequencies Used For N(O,l)

Class Marks Ce 11 Frequencies

-3.25 .00135
-2.75 .00486
-2.25 .01654
-1.75 .04406
-1.25 .09189
- .75 ·14980
- .25 ·19150

.25 ·19150

.75 ·14980
1.25 .09189
1.75 .04406
2.25 .01654
2.75 .00486
3.25 .00135

14



(3.2.1)

CHAPTER 3 - TWO-PHASE SELECTION OF SAMPLE UNITS

3.1 Simple Random Sample of Frame Units

The methods developed in this chapter are for respondent and
nonrespondent "domains." The number of respondents and nonrespondents
are not known for the population, but only for the particular sample
of n units selected in the first phase. Since totals are not to be
estimated by "domains," but only for the population, post-stratification
theor' is appropriate for the mean and total of the population. The
population size, N, is known for the frame.

3.2 The Classical Unbiased Estimator and Variance

The classical double sampling procedure considers a complete list
of size N from which a sample of size n is selected using simple random
sampling. A survey (possibly conducted by mail) of n units yields nl
responses leaving n2 units which are labeled nonrespondents. The n1 and
n2 are random samples from populations with unknown sizes Nl and N2 .
A random sample of k = fn2 nonrespondents is selected and information is
obtained by a more expensive data collection method (usually personal
interview). The value of f (or k), the fraction of nonrespondents sampled,
is determined in advance of the survey and assumed constant in the subse-
quent development.

The estimator of the mean of the population is:
N 1 _ N

2
_

Y ='N"YI +'N"Y2

The sample estimate of the mean is:

(3.2.2)
nl - n2 _

y = flYl + -y where nl + n = nn 2 2

The sample estimate of the population total is:

(3.2.3)
A N (

nl n2 k
Y2j)Y = - E Y 1 i + - En i=1 k . 1J=

The variance of the estimator for (3.2.1)

(3.2.4)
2

N 2 n2 N2 °2
V (y) = (-.:!:'-) ~ + (-k - 1)

N n Nn

15



and the sample estimate of the variance of (3.2.3)

(3.2.5)

2where S is the variance corresponding to the population from which the
n units were selected, and S~ is the variance of the nonrespondents.

3.3 Simple Minimum Mean Square Estimator
It is proposed that a biased estimator identical to that developed

in Section 2.3 be used for the simple random sample of n units selected
at the first stage from the N units in the frame. The following
diagram shows the strata for the frame.

Population Sizes

Population Means

Population Variances

1st Phase Sample Size

1st Phase Means

2nd Phase Sample Size

2nd Phase Mean

Samp 1e Va riances

Respondents Nonrespondents

k = fn 2

Total

N

y

2a

n

y

k

It shall be assumed that Prob (nl < 2, k < 2) is small so it is
reasonable to consider nl ~ 2, n2 ~ 2, and k = max (2, fn2)·

The proposed estimator for the populatio~ mean is:

The bias of the estimator is:

(3.3.2)

16



The estimator of the population total is:

(3.3.3) V :: N (WI VI + W2 Y2) = N {Y 1 + W2 (Y2 - Y )}M 1
The variance of estimator of the mean 2 2
(3.3.4) (V M I n > 2, k ~ 2) W2 °1 (l

nl 2 °2 (1 ~)V - - -) + W2 -I- I n 1 Nl k N2
The expectation over all values of n1 and k

E (_1 ) _
n 1

and E (.l..) ,;,
k f n

Therefore the variance of VM becomes

(3.3.5) V (·Y- , • W2 2 ( N 1) 2 2 (N 1 )
M) = 1 °1 ~ - ~ + W2 °2 f n N2 - ~

nd the mean square error of (3.3.1), neglecting the finite population
correction factors is:

(3.3.6) M. S. E.

2 2
N 2 °1 2 °2 N2 2 2

= n [( 1 - W2) ~ + W2 f N
2

J + (W2 - N) (V2 - VI)

3.4 The Optimum Weights for Domain Means

The value of W2 which will minimize the mean square error of (3.3.6)
is desired. The derivative of (3.3.6) with respect to W2 set equal to
zero is:

(3.4. 1) f'(M.S.E.) -2 (1 - W ) 2 N 2 W2
2 N= °1 --+ °22 n N1 f n N2

(W -
N2 (V2

- 2+ -) - V) = 02 N 1
The optimum value of W2 found by solving (3.4.1) is:

2 201 n N2 (V - V ) 2 N ° 1 N2 - V ) 2--+-- - - + - (V 2;'; Nl N2 2 1 n Nl N 1(3.4.2) W2 =2 2 2 2
°1 °2 n - _ V ) 2 N ° ° _ V )2(_1 + _1_) (V2~

+ TN + N(V 2 +
2 1 n N 1 f N2 1

17



If we let

and

T

c

N 2
n NI °1

2 2
o 0

N (_1 + _2_)
n N 1 f N2

then (3.4.2) becomes

where 0 < c <

* N2and W2 will be approximately equal to N for large values of T.

3.5 Sample Estimators

It is proposed that the population parameters in the estimators for
the mean, bias, and weights be replaced by sample estimates. The justi-
fication of the resulting estimators will be sought by a study of the
mean square errors. The estimators proposed are:

The mean

(3.5.1)
A ••'~

Yl + W; (Y2k - Y1)

The bias squared

2 A • n2 2 2
b = (W" - -) ( -2 n Y2k - Yl)

18



The weight

(3.5.3)

where

and

S2
1-nlc S2 S2

_1 + 2
nl k

(y 2k - 2
2 - Y )1t S2 S2

_1 + 2
n 1 k

n 1 - 2 k - 2. z 1 (y1i - Y ) i~l (Y2 i - Y2k)~2 1= 1 S2~l = nl - 1 2 k - 1

the .th res ponden tYl i I

the .th non respondent interviewedY2i I

The sample variance and mean square error are to be obtained using
the tables given in the next section and the sample statistics.

3.6 Variance and Mean Square

The means of the respondents and nonrespondents, Yl and Y2k, will be
approximately normally distributed if the sample sizes are moderately
large. Since nl and n2 represent random samples from their respective
populations, the two means are independent with a bivariate normal
distribution. It is proposed to study the characteristics of the
estimator (3.3.1) through the bivariate normal distribution of
- -Y2k and Yl· It will be assumed without 1055 of general ity that Y2k = O.
To simpl ify the study and insure that the error of the estimated population
variance is negligible, equal variances within "domains" will be assumed
with the sample variances being pooled in estimating ;2
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Hence, the means have the follcwing marginal distribul .~~

-y,-vN
2k

(3.6.2)
2a

n(l-P))

where i\
2

G

n
• and f is the fraction

(3.6.3)

of nonrespondents interviewed.

The qual ity T will be distributed as:
2 1 1

T f"'J N r .. L (1 - p), ~~- c- p" + _\ 1
L n I l-Pl~

and when

(3.6.3')

2c
n

[ ]. 1 ]
T I"'-' N - 6 (1 - p), (fP T T=P)

and the value for C

for fixed f and P.

in (3.5.3) is the constant Co
fp= ----~fP + (l-P)

,.'-/,

If the difference between Y2 and Yl is fixed, the 'W2 can be calculated
with the variance and mean square error will be functions of the sample

- -values for Y2k and Yl

(3.6.4)

(3.6.5)

where

(Y M) [y 1 + ( + T2
(i2k - Y )] V [<t (Yl'Y2k)]V V )

I + T2 1

M. S. E. (Y M) V [¢ (Yl,Y2k)] + [E ¢ (Yl,Y2k) -J2- Y

Y = ( 1- p) Y + P (Y2)

The variance of the classical unbiased estimator is:

(3.6.6)
- PV (Y) = (l-P) + f
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It is proposed to evaluate (3.6.4) and (3.6.5) for comparison to
(3.6.6) by numerical integration over the bivariate normal distribution
of Yl and Y2k .

The variance and mean square error of y were determined by numeri-m
cal integration for selected values of P, f and~. A bivariate normal
distribution with a total of 196 cells was used to determine 160 distri-
butions for which values of V (y ) and M.5.E. (y ) are shown in

m m
Tables 3 and 4. Table 4 indicates that gains in efficiency are to be
expected for small values of f and~. The largest gain is to be
realized for situation in which the response rate is near .50. When
the sampling rate of the nonrespondents is .50 or greater, the classical
estimator should be used. The tables also bear out the fact that the
variance plays a dominate role in the mean square error. However, the
bias term contributes relatively less to the mean square errors in
Table 4 than for the corresponding value of 8 = 1 in Table 2. No
general evaluation of alternate forms of (3.5.1) based on raising the
terms T2 ana (1 + T2) to various powers of 8 was undertaken as was done
in Tables 1 and 2. The presence of the term C in (3.5.3) which begins to
dominate as P and t become large relative to the role of T for small
values which makes the outcome of such an evaluation dependent upon a
second condition. The prior knowledge of both variances by individual
domains and ~ seem unrealistic for general application.

For the most favorable situation, f = .05 and p = .5, the gains in
efficiency are somewhat less than those in Table 2, but the loss in
efficiency for ~ = 3 are less. The values in Tables 3 and 4 provide a
basis for calculating the sample variance and mean square error, that is:

(3.6.7)

(3.6.8)

[(N-n) 52 n2 n
v (y ) = -+ (- - 1) ..1. 52] V (p,f,~)m N n k n 2

(y m) [(N-n) 52 n2
1)

n2 2M.5.E. = -+ (- - n- 52] M (p,f,~)N n k

The values for the 196 cells for the bivariate normal from which the
variances and mean square errors in Table 4 were derived from the normal
(0,1) distribution with same marginal distribution class marks used in
Tables 1 and 2 of Chapter 2. The 196 cell frequencies (P..) are the

IJ
product of the marginal cell frequencies.
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The marginal values corresponding to the distribution of the two means
are:

for

for

Y2 X .. = l ~1.0
I i f P

Yl X .. l~ + t,J(l-P) + fp= i (N)J fP (l-P)

The 196 cell values for the bivariate normal distributions were

x .. = X •• - X ••
IJ I J

The T values were calculated for each cell

/(l-P) + fP
T ij = Xij .-V fP (1-P)

The variable to be studied y .. corresponding the estimator was
I J

y .•
IJ

= X •• + (X • .) [ fP
J IJ

fP +
+ (1-p)

21 + T..
I J

2P T .•
I J ]

where
2 196 2

P .. y •• - (L P •• y •. )
IJ IJ IJ I J

196
= [ L I (I-P) + fP ]2Pij Yij - t,(I-P)~ fP + (l-P)

The values given by the relationships lead to symmetry about P = .5;
observe the tabled values for P = .30 and .70.
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Table 3--Ratio of Variances, V(YM) + V(Y), for Double Sampling (S = I)

Non- Sampling t.
response Fraction

Rate of N.R. 0 .25 .50 .75 1.00 1.50 2.00 3·00

f = .05 .6853 .6958 .726 I .7727 .8301 .9520 I .0475 1.1119

f = .10 .7916 .7988 .8195 .8512 .8903 .9783 I .0384 1.0823
P = .1 f = .30 .9501 .9523 .9585 .9682 .9801 1.0054 1.0252 1.0386

f = .50 .9957 .9965 .9986 1.0018 1.0058 1.0143 1.0210 I .0255

f = .70 1.0126 I .0128 1.0 134 1.0143 1.0153 1.0176 I .0 I94 I .0206

f = .05 .5924 .6058 .6446 .7041 .7775 .9333 1.0554 I. 1378
f = .10 .6794 .6901 .7210 .7684 .8268 .9508 1.0480 I . 1I 36

p = .3 f = .30 .8812 .8855 .8981 .9173 .9410 .9913 1.0308 1.0575
f = .50 .9677 .9693 .9740 .981 I .9899 1.0087 1.0234 1.0333
f = .70 1.0044 1.0048 1.006 I 1.0081 1.0105 1.0157 1.0198 I .0226

f = .05 .5776 .5916 .6317 .6933 .7692 .9303 I .0567 I . 1420

f = .10 .6580 .6694 .7022 .7526 .8147 .9465 I .0498 1. 1196

P = .5 f = .30 .8625 .8674 .8816 .9034 .9303 .9874 I .0 322 1.0625

f = .50 .9591 .9609 .9664 .9747 .9850 1.0069 1.024 I 1.0357
f = .70 1.0024 1.0029 1.0045 J. 0068 1.0097 I .0158 1.0207 1.0239

f = .05 .5924 .6058 .6446 .704 I .7775 .9333 1.0554 J. 1379
f = .10 .6794 .6901 .7210 .7684 .8268 .9508 1.0480 I. 1137

P = .7 f = .30 .8814 .8858 .8983 .9175 .9412 .9915 1.0309 1.0575

f = .50 .9678 .9694 .9740 .9812 .9900 I . 0087 I .0234 1.0332

f = .70 1.0048 1.0053 1.0066 1.0085 1.0 110 1.0162 I .0202 1.0229
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Table 4--Ratio of Mean Square Error to Variance, MSE (YM) f V(V), for Double
Sampl ing (6 = 1)

Non- Sampling f:..

response Fract ion
Rate of N.R. 0 .25 .50 .75 1.00 1.50 2.00 3.00

f = .05 .6853 .7002 .7425 .8058 .8808 1.0283 1. 1295 1. 1720
f = .10 .7916 .8018 .8306 .8737 .9248 1.0253 1.0943 1.1232

P = .1 f = .30 .9501 .9532 .9619 .9751 .9906 1.0212 1.0421 1.0510
f = .50 .9957 .9968 .9997 1.0041 1.0093 1.1014 1.0267 1.0297
f = .70 1.0126 1.0129 1.0137 1.0149 1.0163 1.0190 1.0209 1.0217

f = .05 .5924 .6114 .6656 .7464 .8423 1.0309 1. 1603 1. 2146
f = .10 .6794 .6946 ·7377 .8020 .8783 1.0284 1. 1314 1.1747

P = .3 f = .30 .8812 .8874 .9049 .9309 .9619 1.on8 1.0646 1.0822
f = .50 .9677 .9700 .9765 .9862 .9977 1.0204 1.0360 1.0426
f = .70 1.0044 1.0050 1.0068 1.0095 1.0127 1.0190 1.0233 1.0251

f = .05 .5776 .5974 .6534 .7370 .8362 1.0313 1.1652 1.2214
f = .10 .6580 .6742 .7200 .7884 .8695 1.0290 1. 1386 1.1846

P = .5 f = .30 .8625 .8695 .8893 .9189 .9540 1.0232 1.0706 1.0906
f = .50 .9591 .9617 .9693 .9807 .9941 1.0206 1.0389 1.0465
f = .70 1.0024 1. 00 32 1.0053 1.0085 1.0123 1.0197 1.0248 1.0269

f = .05 .5924 .6114 .6656 .7464 .8423 1.0309 1.1603 1.2147
f = . 10 .6794 .6946 .7377 .8020 .8783 1.0284 1.1315 1.1748

P = .7 f = .30 .8814 .8876 .9050 .9311 .9621 1.0230 1.0648 1.0823
f = .50 .9678 .9701 .9766 .9863 .9978 1.0204 1.0360 1.0424
f = .70 1.0048 1.0055 1. 00 73 1.0099 1.0131 1.0194 1.0237 1.0254
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3.7 Ratio Estimator for Random Subsample of Units

Since the original 1isting of the N frame units was subsampled
yielding n units for the initial survey contact, the total number of
respondents, Nl, and nonrespondents, N2, are not known.

Since separate ratio estimates are not needed by "domains" but
only for the population, a ratio estimator is considered for which a
concomitant variable X is known only for the total population. There-
fore, the "combined" ratio estimator is proposed. The estimators for
the population mean and total are:

(3.7.1)
Wl Yl + W2 Y2
Wl Xl + W2 X2

YM -X = X RM X
XM

(3.7.2) YR = RM X

where Yl = population mean for the Nl respondents

Y2 population mean for the N2 non respondents

Xl = population mean for the Nl respondents

X2 = population mean for the N2 nonrespondents
-X = population mean for the N units

X = population total for the N un its

Y = population mean for the N units

The bias of the proposed estimator of the mean

YM YM X - X Y
(3.7.3) Y - Y X - Y M

=R XM XM

YM Yl (W2
N2

(Y2 Y 1)Now = + - -) -N

XM Xl (W2

N2 (X2 Xl)= + - -) -N
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Making these substitutions in (3.7.3) we obtain

N
(w - ..2) IX (Y2 - Y ) - y (X2 - Xl) J

(3.7.31
)

- 2 N ~ 1Y - y
R N

2- (W2 (X2 Xl)Xl + - -) -
N

The bias will be zero if either

( 1 )
N

2W =-
2 N

Y (Y2 - Y )
(2 ) - (Y2 y 1 ) (X2 Xl) 1or X - Y - - (X2 Xl)X -

Since the variables Y and X are positively correlated (usual assumption
for ratio estimate to be used efficiently) hence, the means of the non-
respondents (V2,X2) must both be qreater (or less) than the means of the
respondents (Y1 ,Xl) which impl ies Y . X IS positive if this condition is
to be satisfied.

The variance of the estimator (3.7.1)

(3.7.4) V (i\) = ( 1 - ~) [V (Y M) + V ( XM) - 2R Cov(YM,XM)]N

where
'Ii 2 N 1 W2 2 N _1 )

V (V M) 0 (-- - -) + o (f n N21 Yl n Nl Nl 2 Y2 N
2

(XM) W2 2 N _1 ) W2 2 N _1 )
V 0 (nT + o (f1 xl 1

Nl 2 x2 n N2 N2
and

since the means of the respondents are independent of the nonrespondents
means.

The mean squa re of (3.7. 1) is:

(3.7.5)
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3.8 Optimum Weight Using Ratio Estimator
The value of W2 which will minimize (3.7.5) is desired. Since the

numerator and denominator of (3.7.1) may be written as the mean of the
population plus the bias, we have

(W -
N2 _

- y )Y + N) (Y 2
(3.8.1)

2 1 -
YR = X

- (1,42
N2 _ - X )X + - N) (X2 1

If the numerator and the denominator of the R.H.S. (3.8.1) are
divided by X, and the approximate bias of YR derived by taking the
expectation of the Taylor Expansion in terms of the denominator of the
R.H.S. If only the first two terms in the series are retained, the
bias is:

(3.8.2) Approx. Bias

rather than (3.7.31) which is val id if

It is proposed to use this estimate in place of (3.7.3'). Setting the
derivative of (3.7.5) with respect to W2 equal to zero

(3.8.3) fl (M.S.E.) (1-W2) 2 N 1 2 N _1 )
= - 2 a (-- - -) + 21,42 a (fYl n Nl Nl Y2 n N2 N2

(1-1,42) 2 N 1 2 N _1 )- 2 a (-- - -) + 21,42 a (fxl n Nl Nl ~ n N2 N2

N2 [ - X- ) ! J2+ 2 (1,42- N) (Y 2 - Y1) - (X2 - 1 -
X

-
h R = Y 2were ,and a

X xl

2a
~

2a
Y2

are the variances of the

variables x,y for the two domains.
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Collecting terms involving W2' the following expression is obtained
for the optimum value of W2:

2 N
X ) 'i J2oR + if- [(Y2 - Y ) - (X -

.'. 1 2 1 -
(3.8.4) w; = 1 X

2 2 - - y ) (X - X ) 'i J2oR + oR [(Y2 -1 2 1 -1 2 X

whe re
2 2 N 1 2 N 1 Cov(Yl ,Xl)oR ° (- - -) + ° (-- - -) - 2R

1 Y1 n N1 Nl xl n N1 N1 1

2 2 (f N 1 02 ( N _1 ) - 2R Cov(Y2'X2)oR = ° - -) +
2 Y2 n N2 N2 x2 f n N2 N2 2

in order to simpl ify the notation In (3.8.4).

3.9 Sample Estimators for Combined Ratio

The sample estimators for the mean, bias, W2' variance and mean
square error are obtained in a manner analogous to Sections (2.5) and
(2.6). The sample estimators are:

Mean

(3.9.1)
Ym - -

Yr - - X r Xmxm

Bias
(W~ n2 _

(Y2 - Y ) (~2 ~l)J- -)[x - y -
(3.9.2) b n 1

A.'. n2 ;1)xl + (w" - -) (~ -2 n 2

28



...
The sample estimate of W; is:

n2 _ -52 + n [(Y2 - Y ) - (x - xl) ~ fA* Rl 1 2
(3.9.3) xW2 =

52 + 52 + [(Y2 - Yl) - (x - xl) ~ ]2Rl R2 2 x

where 52 and 5~ are based on domain variances and covariances.
Rl -2

The sample estimator of the variance is obtained by using the values
given in Table 3 based on sample estimates of p, ~ and the classical
variance given by (3.2.5) which is then adjusted by:

The value of f is assumed fixed in advance for the survey. The
mean square error is obtained by adding the bias squared, given by
(3.9.2), to the variance.
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CHAPTER 4 - STRATIFIED SAMPLE FROM LIST FRAME

4.1 Simple Random Sampling from All Strata

In the previous chapters, a frame of addresses was considered where
either (I) all N addresses were initially contacted resulting in a group
of nonrespondents and a simple random sample of n2 of the N2 nonrespondents
were interviewed, or (2) a simple random sample of n of the N addresses was
selected and contacted but for some units no response was obtained; hence,
k of the n2 non respondents were interviewed. In the present chapter a frame
of addresses will be considered in which the N addresses may be stratified
into L strata such that Nl + N2 + .... + NL = N.

4.2 Estimators for 100 Percent Sampling of List in Each Stratum

In Chapter 2 a simple minimum mean square estimator was proposed
based on weighted means of two response strata.

(4.2. I)

where

and

W, + W2 = I

N2 -
N (Y2

n2(I - -)
N2

For a stratified lis t with nonrespondents sampled in each stratum,
the following minimum mean square estimator is proposed:

L Nh(4.2.2) VMS = h~l YMhN

where Nl + N2 + + Nh = N

and

(4.2.3) YMh = Wlh Ylh + W2h Y2h
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Two cases are considered:

I. W2h is determined independently for each stratum to minimize the
mean square eOrror of (4.2.3).

II. W2h is determined simultaneously across all strata to minimize the
mean square error of (4.2.4).

For Case I we may appeal directly to the results of Chapter 2 and
for W2h while for Case II we seek a joint solution involving all h strata.

A. Case I:

The estimator in (4.2.3) is not equal to the usual unbiased estimatorYh• The bias of VMh is:

(4.2.4)

writing (4.2.4) as the squared bias and summing over all strata we
obtain the bias squared of (4.2.2).

(4.2.4')

The sample estimators of (4.2.2) and (4.2.41) would be

L N
(4.2.5) YMs = r -1!. [( 1 - W2h) Vlh + W2h Y2h]h=l N

L Nh _
= r if" [V 1h + W2h - Vlh)]

h=l

(4.2.6)
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The population variance based on the results of Chapter 2 would be:

(4.2.7)

The mean square error of (4.2.2) is obtained from (4.2.4) and (4.2.7)

(4.2.8) MSE (YMS)
L

= E
h=l

The sample estimators of (4.2.7) and (4.2.8) are:

(4.2.9)

and,

2L Nh 2 N2h 2 n2h S2h A

= E (-) (-) (1 - -) - • V(8h,f..h)
h=l N Nh N2h n2h

from (2.6.6)

(4.2.10)

from (2.6 .7)

We derive the value of W2h which will yield the minimum mean square
error for each stratum from (2.4.2) of Chapter 2.

(4.2.11)
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or

(4.2.12)

For the samp 1e estimator we use

N2h (- - 2
.Y2h - Y2h)Nh(4.2.13) W2h = ')

(1
n2h $Zh

(Y2h
- 2- -) --+ - Y1h)Nh n2'1

The other results of Chapter 2 Ni11 1ikewise apply for individual
strata.

B. Case II:

The estimator for VMS is the same as Case I except the values of Wh
are determined to minimize the mean square error for the population
mean rather than individual strata means. Writing the bias of
(4.2.2) and adding (4.2.4) over st-ata

(4.2.14)

The sample estimators of (4.2.2) and 4.2.4) are:

(4.2.15) YMS =

(4.2.16) b =
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The population variance of ;..hL' 'c",tiiDdt,
Case I, namely

-
V IS [:'18 same as I:'1M3

c,

L N
h
, L

2 n 52 h
(4,2.17) V (y ~jS) = I,: (N)L W

2h
( ] - -1~2.)

h=l N'~h ' "2 h

However, the sample estimate of the ~ariance tro~ Table 1 of
Chapter 2 is not available when tile alter13te method is used for derivinq
W2h on pages 36 and 37. A multivariate normal distribution ~ould n -

to be specified and numerical ly integrat~d to derive a table similar
to Table 2. Until a satisfactory metho~ of specifying variances and
covariances, other than L univariate distribution which are all
identical, Case II is of 1 ittle practical interest unless the
quantities (B - S.) are known and a ne~1 Tclble 2 is derived based on

I

(4.2.25) belmv.

A campa r i ~, n+ the b i a' I

pI us (4.2 1 7) -, .-1
. ,':..J II '.'-

mean square err ...·)r' ef
r-' ~:)

.,

used to deterl~li :)( I•.•.. I f c
the bias

r,
te nT",

ed ',;clUarf:cI terms ill (1.j.2.8) and (4.2.1LIl
:,1'," cxp"cted diff"rencc i,l the nlllii,lIw,,,

C I' ; t." r' ' 0 r:', c f C a c, e s I and I I °i r c

rflake tile fullO\vinq substitutions In

Let

and

N"
P2=N-' , .. Ph

\ ,
PL

,jL

N
,

N

Th h d f I PHS f (I. ~ 8) ,( I 2' 1 (' \en comparing t e secon terms 0 t,le ,,,' .. 0, ,4.1. and ,LI •. JI
we have

(4.2.21) ~ 2 B2 L 2
L Ph hand [ ~ Ph ~ ]

h=l h=l h

L 2 2 L
~ Ph Bh + !, P. B. P k Bk

h=c 1 h=l ' J

where
L -.
L Ph Bh IS the average bias BST

h=l

- -
If the Bh1s are all positive, that is, Y2h > Y

lh
for illl h strata

L
B

2
L

B J2
L L

(4.2.22) L p2 < [ L Pf ' p2 B2 + " P. g, p
BkI"

h=l h h h=l 1
h h==1 h h

j=k J J 'k
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s;nce all Ph> O. Hr>PCEc the bias contribution in Case II is greater
- - --than in Case I. However, if some Y2h ~ Ylh and other Y2h > Ylh

then the bias contribution in Case II will be less. The relationship
of the values of Wh in Case II to those in Case I for individual
stratum can be best see') below in equation (4.2.25) below.

The values of W2h were h = 1, ... L. which will yield the
minimum mean square error for VMS will be obtained by taking the
derivatives in (4.2.19) with respect to W21' W22' W2L. The L
equations we obtain are of the form

N. 2 2 2 N~3(M.S.E.} n? °2i(4.2.23) 2(-1 ) W2i (1 -.::-!.. ) 1- 7a W. N N2i n2i1

By setting (4.2.23) equal to zero and solving for W2i we get the
following expression:

N. 2 N2·
(_I) (_' \ (Y

N N. / 2 i
I(4.2.24)

2 N. L N.
Y- ) + _I -,...1.. (W

1i N j~l N 2j-

2
N. 2 n2 i) °2, (_Ni) 2 - - 2.' I) (1 __ I + (y y)

IN N2 i n2 i N 2 i - 1 i

N.
By adding and subtracting (~) (W2i

from the numerator in (4.2.24) we obtain W2i as an expression involving
only the parameters for the ith stratum and the average bias, B, given
by (4 . 2 .21), 0 r
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2
N. 2 n2 ',) °20, + N. ')

(-') (1 - (-N' ) L (Y ~ .N N2i n2i LI

(4.2.25)

N. 2 N2· 2
(_I) (_I) (y. y)
N N. 2, - 1 i,

N.
+ Ii- (y 2 i O' Y1 i ) (8 - B i)

In this form a direct comparison with (4.2.11) is possible, and nature
of the difference is determined by (~ - B.). If the t ias in the hth

I

stratum equal the average bias, the same value for W2h is obtained as
in Case I.

The simultaneous solution to the L equations given by (4.2.23)
being set equal to zero is:

For simplification of the notation

let P2h
N2h- --Nh

Ph
Nh
N

~h = Y2h - Y1h

2

and (1
n2h 02h (_1_ _ 1_) 2V2h = - -) --- 02hN2h n2h n2h N2h

The system of equation will be of the form given below for h 1.
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and for h =

+ ..... + W2L (P~ V2L + p~ ~~)

+ P P P ~ A + + p2L P2L ~2L3 L 2L 3 uL .....

In matrix notation the system of equation can be represented as

(4.2.26) =

and the solution for W~ will be unique if the inverse to the systematical
matrix A exists, that IS:

(4.2.27) -1W2 = A Y.

4.3 Ratio Estimators for 100 Percent Sampling of List from Strata

A ratio estimator for the nonrespondent stratum mean is proposed which
is to be combined with the respondent mean to form a linear combination of
the two means. The mean of the concomitant variable X2h and the total X2h
are assumed known for the nonrespondents.

is the estimator for the hth strata, and the minimum mean square ratio esti-
mator for the population is:

L
L Nh YRhh=l

(4.3.1)

(4.3.2)

where

and

- - - -YRh = W1h Y1h + W2h R2h X2h = W1h Y1h + W2h Y2Rh

N
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A. Case I

The bias of the estimator in (4.3.1) is:

(4.3.3)

The squared bias summing over all strata is:

(4.3.4)

The sample estimators are:

(4.3.5)

(4.3.6)

(4.3. 7)

from Section 2.9 and Table 1. The adjustment of this expression by
term

The population variance based on the results of previous results,
(2.7.3) and standard ratio variances, is:

(4.3.71
)
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The mean square is:

(4.3.8)

Using the results of (2.8.2) and (2.9.2)

N2h - - 2 N
N (y2 Rh - Ylh) (.1!.) 2N

(4.3.9) W2h = h
n2h 1 - 2 N

(1 - -) - V(R2h) + (Y2Rh - Y 1h) (.J!.) 2
N2h n2h N

or

(4.3.10)

(4.3.11)

For the sample estimator we use
N2h Nh 2 - - 2
~ (N) (Y2 Rh - Y 1h)

n2h 1 2 Nh 2
(1 - N

2h
) n

2h
v(R2h) + (Y2Rh - Y 1h) (N)

It is clear that if the usual relationships between Y2h and x2h
hold as when the classical ratio is more efficient than the simple
mean per unit, the (4.3.2) will be more efficient than (4.2.2).
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B. Case II

The estimator is the same as Case I, but the bias term is similar to
(4.2.16) .

(4.3.12)

The variance is the same as (4.3.]).

The mean square error of YRS would be

Use the results of (4.2.23), (4.2.24), and (4.2.25)

(4.3.14)

(4.3.15)

The simultaneous solution of the L equations given by (4.3.14) lead to
results similar to that obtained in (4.2.26) and (4.2.2]).

Namely, the vector (W2i)LXl will be unique if the A matrix has an
universe:
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The sample estimators of the weight, bias, and variance are:

(4.3.16) W2h n2h 1 A

(1 - ----) v(Rh) +N2h n2h

2 L N2h - - 2
(4.3.17) b [1.: (W2h - -N-) (Y2Rh - Yl h) ]

h=l h

The difficulty in evaluating this estimator as pointed out on page 36
still remains, and Case II is of little practical value unless tables
corresponding to Tables 1 and 2 can be derived.
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4.4 Random Subsample of List Available for Stratum

The results of Chapter 3 may be appl ied in the formulation of the
estimator, variance, and mean square error. The bias term ~i 11 depend on
whether Case I or Case II criterion drc used. The results of Sections 4.2
and 4.3 will be used r,-.l! Case Ill.

The simple minimum mean square error estimator is:

(4.4.1) - -YMh = Wlh Ylh + W2h Y2h for each stratum, and

(4.4.2) for the population mean,

where 'J + W =1h 2h and N .

The sample estimates of (4.4.1) and 4.4.2) are:

(4.4.4)

WIt, 'y'., + W
'! : tl 2 i-I

L N
h[ YN Mhh=l

where W1h and W2h will depend on Case I or Case II criterion.

The vari ance of the estimator VMS • using (3.3.5) • IS approximately:

L N 2 2 Nh I 2 2 Nh _1_) }(4.4.5) V(YMS) ';'(~)2 {Wlholh(nhNlh ._) + W2h ° (.. N Nlh 2h fhnhN2h N2hh=l

A. Case ,
The bias term for the population mean VMS from (3.3.2)

62 L Nh 2 N - 2(4.4.6) L (N") (W2h
_ ~) 2 (( - Ylh)

h=l Nh 2h
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The sample estimator of (4.4.6)

(4.4.7) b2 = ; (Nh)2 (WA

_ n2h)2 (- -)2N h Y2h - Ylhh=l 2 nh

where W2h is the optimum value for the hth stratum.

The mean square of VMS is:

(4.4.8) M.S.E.(YMS) = (4.4.5) + (4.4.6)

The optimum value of W2h is determined from (4.4.8) by setting the
derivative with respect to W2h equal to zero, and solving

(4.4.9)

*(4.4.10) W2h =

For the sample estimate of W2h we obtain

N - n S2 n
(h h).J1!. + ( 2h) (- -)2N Y2h - Y2hh nlh nh

N - n S2
(h h) { .J1!.+ S2 (_1 - _1_) + <Y2h- Ylh)2}Nh n1h 2h kh n2h

The comparisons of the variance and mean square error with the
classical estimator for the individual stratum are the same as given
in Tables 3 and 4 of Chapter 3. That is:
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L N N -n S2 n n
(4.4.12) M.S.E.(VMS) = E (Nh)2[( h h) Jl+ (-1!!. - 1) ..1!!. S2 ] M(Ph,fh'!:!.h)h=l nh nh ~ nh 2h

B. Case II
The estimator for VMS is the same as in Case I, but the bias term differs
since it is determined with respect to VST rather than the strata means Vh·

(4.4.13) B2

The sample estimator of the bias is:

2(4.4.14) b

The mean square error of VMS is:

(4.4.15) M.S.E. (VMS) = (4.4.5) + 4.4.12)

We wish to minimize (4.4.14) with respect to the L parameters of W2h .
Taking L partial derivatives and setting each equal to zero, we get for

hth .the equation:
a M.S.E.(YMS) Nh 2 2 Nh 1 2 Nh 1

(I. 4 6) = (_) ( - -) + rr ( - -)•• 1 --"'-W-2h-- N CJ1h N N v2h f N Nnh 1h 1h hnh h 2h

44



The set of L equations are solved simultaneously for W2h yielding
a unique solution if the inverse of the A matrix exists. Each of the
L equations to be solved are of the following form.

To simplify the notation

let

For h=l, we would have

In matrix notation the system of equations would be
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Sample estimates are available for all the elements of the A
matrix and the vectors Wand Y.

Where the elements in the first rows are:

While these values of W2h may result in the population mean square
error being less than in Case I, the difficulty in obtaining a sample
estimate of the variance makes the criterion in Case I more practical.
In addition, strata means are generally of considerable interest in a
stratified design.

4.5 Ratio Estimator for Random Subsample of Stratified List

The results for Case I are stated from Sections 3.7, 3.8, 3.9, and 4.4.

The estimators for the population mean and total are obtained independently
for each strata.

(4.5.1)
Wlh Ylh + W2h Y2h
Wlh Xlh + W2h X2h

L Nh(4.5.2) YR = L Y Rhh=l N

L
(4.5.3) YR = L Nh YRhh=l
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The variance and bias squared are:

(4.5.4)
L

= L:
h=l

N
(-.!!.) 2 ( )N V Y Rh

where

(4.5.5)

(4.5.6)
L

B2 = L:
h=l

where B2 .,s from (3 7 3 I )h ••

(W2h
N2h {Xh (Y 2 h- Y 1h) (X2h- Xlh)}- -) - y

B2 =
Nh h ]2(4.5.7) [h N2hXlh + (W2 - -) (X2h - X1h)Nh

The mean square error is:

(4.5.8) M.S.E.(YR) = (4.5.4) + (4.5.6)

The value of W2h which will minimize the mean square error using (3.8.4) is:

(4.5.9)
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The variance is calculated by (4.4.11) and adjusted by:

The mean square error is derived by adding (4.5.6) to the variance.

4.6 Sample Estimators for Separate Ratio Estimators

The sample mean is:

L Nh L Nh YMh(4.6.1) Y = L YRh = L (-- Xh)R N Nh=l h=l xMh

The bias is:

A.~ n2h (Y2h- Ylh)(W;h -) { Xh - Yh (;2h- ;lh)}
(4.6.2) b2 =[

nh J2
A •••• n2h -

- ;1h)xlh + (W;h -n-) (x2hh

The sample va riance from (3.7.4) and Table 3:

(4.6.3)
A

v(R) =
L N
E (~) 2

h=l N

The mean square error based on (3.7.4) and Table 4:

(4.6.4)
A

M.S.E. (R)
L

= L
h=l

where it has been assumed that for the variable Yh that the variance is
the same for both respondent and nonrespondent domains, and for the
variable Xh the domain variances are likewise equal. In practice, pooled
variances within each strata are used for each variable.

The corresponding expressions for Case II are not set forth due to
the inability to develop an appropriate sample estimate for the variance.
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CHAPTER 5 - AN EXAMPLE FOR A STRATIFIED LIVESTOCK SURVEY

5.1 Nature of Survey

A livestock survey conducted in March of 1968 is used to illus-
trate the estimates derived from the theory developed in this paper.
The survey used was a multiple purpose survey to estimate the inven-
tories of cattle, hogs, and sheep with several subclasses for each.
The sample was designed as a routine operational survey by the
Statistical Reporting Service. The survey was conducted by mail
with a fixed number of nonrespondent follow-up interviews. The
estimation by species was to be based on the classical double sampling
theory within each strata as set forth by Hansen and Hurwitz (1946).
The strata were constructed based on the 1967 Illinois State Farm
Census; that is, the data used as a basis for stratification related
to several livestock characteristics as of January 1, 1967. The basis
and justification for the strata are not of concern in this study.

5.2 Survey Means and Error Estimates

The results i,l Table 5 relate to only one of the survey items -
total number of cattle on farms March 31, 1968. The estimated mean
number of cattle per farm and the variance of the mean derived using
the classical unbiased estimator are given in columns 1 and 2 of Table 5.
These statistics were calculated using the following sample estimates for
the mean and its variance:

nhl nh2 -
Yh = -- Ynl +- Yh2nh nh

N kh
2

S~ (.212)2 (1 - S2h (St rata 1 to 7)= -)Yh Nh N2h kh

S~
N - nh S2 nh2 nh2 2= ( h ) ..!!.+(-- 1) Sh2 (Strata 8 to 19)yh Nh nh kh nh

The corresponding estimates based on application of the techniques given
in Chapters 2, 3, and 4 are shown in columns 3, 4, and 5 of Table 5. The
results for strata 1 through 7 are based on Chapter 2 and Section 4.2 of
Chapter 4 while the results for strata 8 through 19 are based on Chapter 3
and Section 4.4 of Chapter 4. In particular, the estimator used for the
mean was either 4.2.5 or 4.4.3; the variance based on either (4.2.9) or
(4.4.11); the mean square error of the mean on either 4.2.10 or 4.4.12.
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The weights for the nonrespondent substrata were based on either (4.2.13)
or (4.4.10). The weights for the classical estimator were Nh2 + Nh for
strata 1 through 7 and nh2 + nh for strata 8 through 19. For all strata
a value of 1.0 was used for 8 in Tables 1 and 2. The population and 1 ist
sizes by strata along with the sample sizes and substrata weights are
given in Table 6. The quantity delta (6) used to calculate the variances
and mean square errors in columns 4 and 5 of Table 5 are given in the last
column on the right of Table 6. The variances and mean square error were
derived by multiplying the variance of the classical estimator by a factor
derived by linear interpolation using Tables 1 and 2 of Chapter 2 and
Tables 3 and 4 of Chapter 3.

Where the sample value of delta (6) exceeded 2.0 for strata 1 through 7
and 1.5 for strata 8 through 19, the classical unbiased estimator of the
mean should be used. These values correspond approximately to the point
in the tables where the minimum mean square estimator becomes less efficient
than the classical estimates.

5.3 Comments on Comparison with Classical Estimator

Due to the extremely small population and substrata sizes for strata 2,
6, and 7 and no inferences appear warranted except to note that the sampling
errors remain fairly large even after enumerating most of the nonrespondents.
A 100 percent sample is probably required if it is necessary to control the
error for such small populations.

The mean square error at the state level is about 11.0 percent less
than the variance of the classical estimator while the mean is increased
by about one percent. At this level of aggregation, the possibility of
bias appears to be quite small. This is evident in the state mean and also
when the pairs of means are plotted for individual strata. For strata 2, 9,
12, 14, 15, and 16 where the minimum mean square estimator should be re-
jected based on delta, the mean and the bias at the state level would both
have been reduced if the classical estimator, which is shown in column 1 of
Table 5, had been used in deriving the state average. That is, the state
average would have been 23.8 rather than the 24.2. For the 13 strata in
which the minimum mean square estimator was considered appropriate the
unbiased estimator of the mean was 21.2 as compared to 21.0 for the mean
square estimator.

For the 6 strata (2, 9, 12, 14, 15, and 16) the weights computed
for minimum mean square estimator are not too different from the
weights for the unbiased estimator. While the mean square estimator was
not rejected based on delta, the derived weights were such that no serious
bias would have been introduced by using the minimum mean square estimator
even though it was inefficient. Hence, the procedure tends to have the
characteristics of substituting a weight not too different from Nh2 + Nh(or nh2 + nh) when the estimator becomes inefficient.
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Table 5--Comparison of Estimates of Means by Strata (Cattle Per Farm)
Variance Minimum Variance of M.S.E. of RelativeClassical of Mean Minimum MinimumStrdta Mean Classical Square Mean Squa re Mean Square Effic iency

Mean Mean Mean Mean Co 1. 5 + 2

1 212.2 585.1 210.5 283.9 285.5 .49
2 422.8 2038.1 431. 1 2169.4 107570.7 52.78
3 3.7 80.9 2.3 40.0 40.5 .50
4 1357.5 183506.7 1332 .5 88853.9 89294.4 .49
5 138.1 1352.5 124.2 813.8 876.8 .65
6 113.5 205.7 106.4 161.9 181.9 .88
7 1319.1 509432. 1 1258.0 249316.1 251506.6 .49
8 26.2 15.3 25.0 11.5 11.8 .77
9 37.7 4.7 38. 1 5.1 5.4 1.15

10 111.9 175.5 108.4 140.0 143.8 .82
11 25.8 5.6 26.4 5. 1 5.6 1.00
12 104.5 115.7 122.3 120.3 129.9 1.12
13 276.4 3356.4 291.1 3090.8 3343.2 1.00
14 3.9 1.0 4.0 1.1 1.1 1.10
15 6.4 7.9 6.1 8.0 8.7 1.10
16 4. 1 3.1 5.4 3.1 3.4 1.10
17 3.7 3.7 3.5 3.1 3.2 .86
18 10.1 5.0 11.3 4.1 4.3 .86
19 25.5 91.2 22.9 77.0 81.8 .90

State l! 23.9 2/ 1.27 1/ 24.2 2/ 1.08 2/ 1.13 .89- - - -
Nh1/ Derived from individual strata means with ~ being used as weights.

2/ Derived from individual strata squared errors with
weights.
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Table 6--Popu1ation and Substrata Sizes with Nonrespondent Weights
Total Nonrespon- ClassicalPopu1a- Total Sample dents Weight Minimum

St rata tion List Nonrespon- Inte r- MSE tJ.Size Sample dents viewed nh2 Weight
Nh nh nh2 ~ nh Wh2

1 319 319 243 34 .762 .004 .10
2 14 14 10 8 .714 .689 7.33
3 54 54 40 14 .741 .018 .21
4 52 52 37 14 .712 .002 .08
5 317 317 210 28 .662 .113 .69
6 39 39 31 24 .795 .374 1.19
7 7 7 4 2 .571 .004 .15
8 9451 235 167 22 .711 .290 .50
9 16127 1152 857 124 .743 .712 3.40

10 5516 785 581 83 .739 .403 .64
11 I 25383 632 I 434 62 .685 .562 1.37
12 3060 219 147 21 .667 .606 2.27
13 229 115 83 16 .712 .571 1.33
14 4906 187 155 20 .732 .727 2.80
15 4175 297 214 28 .717 .670 1.67
16 1312 187 142 20 .754 .558 1.91
17 40995 297 227 35 .761 .612 .84
18 18107 722 507 76 .701 .372 .88
19 3581 293 216 32 .734 .521 .96

State 133644 5923 4294 663
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